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SUGESTOLOGY AS ONE OF THE METHODS OF STUDYING THE UKRAINIAN LANGUAGE AS A FOREIGN:
REGARDING THE APPLICATION OF G. K. LOZANOV’S SUGESTOLOGICAL METHOD

Summary. The article actualizes the problem of studying the Ukrainian languages a foreign language and the ways to
optimize this process. This study of methods of teaching foreign languages allows linguists, evaluating the advantages and
disadvantages of each methods, to use the most convenient and effective background for the formation of a grammatical
and lexical basis for the creation of educational materials. G. K. Lozanov’s suggestive method allows optimizing the learn-
ing process in all aspects. The main thesis of which is a relaxed atmosphere during class, which contributes to the natural
way of assimilating the material without much effort and coercion. It is the absence of psychological pressure on the stu-
dent in the “teacher-student” format that free sup additional memory reserves. The purpose of the article is not only to
illuminate the suggestive method of studying the Ukrainian language as a foreign, but also to try to implement it according
to the needs of the course. The object of the article is the studying of a suggestive approach, and the subject of research
is the introduction of this method into the learning process. The relevance of the topic lies in the fact that the process of
improving the methods of studying the Ukrainian language as a foreign language never stops, especially since it always
requires more effective and more modern, the creation of more effective teaching materials. Among these search methods
in the study of this topic, one can single out an analysis of vocabulary definitions, a descriptive method, an interpretation
method using observation and generalization techniques. The practical value of the work lies in the fact that its results
can be used in the course of lecturing and conducting seminars on the courses “Methods of Studying Foreign Languages”,
“Ukrainian as a Foreign Language”, as well as in the practical study of Ukrainian as a foreign language.
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DIGITAL TECHNOLOGIES FOR GRAMMATICAL ERROR CORRECTION: DEEP LEARNING
METHODS & SYNTACTIC N-GRAMS

Summary. The object of this article is automated grammatical error detection as a field of linguistics. The subject of
the article is the variety of methods and techniques used in grammatical error detection along with their applications and
evaluation. The article considers the most productive methods used in the field of grammatical error detection and cor-
rection in computational linguistics. The purpose of the article is to review major rule-based and deep learning methods
used in the area, evaluate and compare them. The methods of research used in this article are data analysis, description
of abstract computational models and observation of their performance. The article offers and defines a model based on
syntactic n-grams, describes the ways of its implementation and the necessary pre-processing steps for the model to work.
The particular error types that the model is capable of detecting are noun-verb agreement errors, preposition errors, noun
number errors and some article error types. Also, the article analyses a recent model based on the transformer architec-
ture — GECToR (Grammatical Error Correction: Tag, Not Rewrite). This deep learning model is aimed at detecting and
correcting much more complicated errors, including those that rely on extralinguistic realia. Additionally, it is very useful
because in contrast to other models that just replace incorrect tokens without explanations, GECToR assigns labels that
can be further interpreted for educational purposes. Also, conelusions were made about the advantages and disadvantages
of the described models that were discovered after their practical implementation.
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During the evaluation of the aforementioned models based on the BEA 2019 shared task, the following results were
achieved: the model based on syntactic n-grams obtained the F . measure of 7,6 %, and the GECToR model’s F_ _ score
was evaluated as 66,7 %. These results give an almost nine-fold'increase in performance of deep learning metho&s, such
as GECToR compared to rule-based methods, such as syntactic n-grams.

Key words: syntactic n-grams, computational linguistics, grammatical error correction, transformer, rule-based meth-
ods, deep learning methods.

Problem statement. Over the last few years, computers have become an essential part of scientific
research not only in traditionally quantitative fields like mathematics, physics and genetics, but also in
humanities such as language studies, which prompted the appearance of an entirely different field of lin-
guistics — natural language processing (NLP). One of the areas of NLP research is grammatical error
correction (GEC) that tries to introduce and improve methods of automatically finding errors in texts,
which may prove useful both in detecting native speakers’ typos and in helping language learners deal
with linguistic challenges they face.

The topicality of this work and general research in the field of GEC is motivated by the growing
interest towards automated methods in education as well as by the newness of the area. Though such
famous researchers as Martin Chodorow, Claudia Leacock, Zheng Yuan, Kostiantyn Omelianchuk and
others have studied the problems of Grammatical Error Correction, not much attention has been given
to the comparison between various generations and types of methods used in GEC.

The object of this research is automated grammatical error correction in the English text.

The subject of the paper is a variety of computer techniques used in grammatical error correction in
the English text.

The objective of this work is a contrastive evaluation of the two major rule-based and deep learning
approaches used as instruments for grammatical error correction in the English text.

The immediate tasks of the research are to give a comparatie survey of the existing computer pro-
grammes used for eliminating grammatical errors in English texts; to give a practical analysis of com-
puter models chosen; to find out most effective techniques of eliminating grammatical mistake and out-
line perspectives for the future study of computer orientated methods of education.

The methods of research used in this paper combine general philosophical methods used in linguistic
analysis with specific lingual approaches to the object of investigation. The basic research platform of
this paper is anthropocentrism, which presupposes studying language phenomena through the prism of
human-beinh. In our case, this approach is realized indirectly by means of computer techniques created
by man and used to analyse texts written by humans. The domineering method of investigation used in
this paper is data analysis as understood in NLP. The main results of the paper were obtained by using
quantitative and qualitative methods manifesting comparative validity of the computer models studied.

Presentation of the main material. Grammatical error correction methods can be roughly divided
into two types depending on the principles elaborated in the computer model. These are rule-based
methods and machine learning methods. Machine learning methods are often considered a separate field
differing from statistic non-machine learning methods. They presuppose the use of either artificial neu-
ral networks or statistical machine translation [13, pp. 19-22].

Rule-based systems rely on grammatical rules of a certain language introduced by man. They are
based on the fixed rules of syntax, morphology, and traditional santics of a given language. Writing all
the rules for languages is time consuming and laborious [10, p. 2], which makes rule-based methods
inefficient or sometimes even impossible in cases of complicated grammatical structures or relying on
semantic data of the text. Rule-based approaches handle those error types that can be described in a
simple way. For example, a regular expression is sufficient for identifying a mistake which occurs when
a modal is (incorrectly) followed by a conjugated verb [6, p. 74].

Machine learning approaches take advantage of the corpora annotated by humans “to train” a certain
language model which accumulates the algorithms of general lingual structures traditional for the given
language [10, p. 2]. Speaking about grammatical error correction, machine translation methods can be
used to translate the potentially wrong sentences into the correct ones.

A module in Python programming language was created in order to compare and contrast the capac-
ity and efficiency of both machine learning and rule-based methods, mentioned above. The elaborated
module used SpaCy library for text pre-processing [4]. Thus, the pre-processing stages in our paper
rest on dependency parsing mostly. Dependency parsing is the process of describing a sentence in terms
of lexemes represented in it and binary grammatical relations between those lexemes [5, p. 280]. For
example, in the sentence “I prefer the morning flight through Denver” the SpaCy parser managed to
correctly identify that the word “I” is the subject of the sentence and the word “flight” is the direct
object. Other pre-processing techniques used in the paper are word and sentence tokenization, named
entity recognition, part-of-speech tagging and word embedding. Still, we believe that the SpaCy parser
efficiency in automated grammatical error correction could be improved with the help of rule-based
branch of methods as those will grant a sufficient theoretical basis for the purpose in view.

To test the efficiency of the rule-based branch of methods, syntactic n-grams described by Sidorov et
al. [11] were implemented in the computer model suggested in this paper. Syntactic n-grams allow finding
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a proper position of a lexeme depending on the four basic syntactic modes traditionally singled out in the
English language: the structures of predication, complementation, modification and coordination [8, pp.
201-206]. Hence, the computer model takes into consideration not a lineal organisation of the sentence,
but is based on the interdependence of the lexemes used in it. For example, in the aforementioned sentence
“I prefer the morning flight through Denver” one of the syntactic n-grams would be “I prefer flight” as
these are located next to each other according to the dependency parse of the sentence. In other words,
our approach is a computer refraction of the Tesniére tree used in the immediate constituents analysis [7].

As our investigation has revealed, the following error types could be detected with the help of syn-
tactic n-grams:

Preposition errors: “There’s a growing need of engineers in ...”, where “for” should have been used
instead of “of”. In order to find these errors, a large corpus of text was parsed in search of the following
prepositional pattern:

<head word> + <preposition>> + <pos tag of the dependent word >

Here, the head word of some token is a word which has a dependency connection pointing to this
token. A dependent word, then, is a word which has a dependency connection pointing to it from some
other token. The pattern uses the part-of-speech tag of the dependent word in order to generalise better.

As stated above, we used a large body of text to extract these patterns. Namely, it was a small sub-
set of modern literature (19 books), and a corpus of twitter text. This kind of model was described by
Grigori Sidorov et al. [11, p. 4]. However, given the poor results of the original paper by Sidorov, our
current model adds some new functionality. Firstly, it takes into account that the head word may be a
named entity, in which case it replaces the text of the token with the NE tag. Then, in parallel with the
described dataset, the model gathers another dataset in the following form:

<head word/NE tag> -+ <preposition> 4 <dependent word/NE tag>

This is done to account for the cases when there are several possible options following from the first
dataset, in which situation the model will try to search for the exact pattern in the second dataset. If not
found, the preposition with the biggest number of occurrences in the first dataset will be chosen.

The first dataset counts 211,971 entries, while the second dataset is made up by 601,266 entries.

Subject-verb agreement errors: “The news are good”, where “is” should be used instead of “are”. To
deal with this kind of problem we also have to use syntactic data because we cannot rely on the immedi-
ate valency of lexemes due to possible parenthetical clauses and adverbial modifiers. Syntactic n-grams
allow finding dependency relations directly between the subject and the verb of the word sequence.

The basic rules used in the described model are strict and unambiguous:

1) If the subject is in plural and the verb’s tag is “VBZ” (verb, 3rd person singular present), then
change the verb so that it has the tag “VB” (verb, base form).

2) If the subject is in singular and the verb’s tag is “VB”, then it has to change to “VBZ”.

The above is true in cases with one simple tense predicate only. If there is a modal or auxiliary verb
within the compound predicate, the set of rules changes as given below:

1) The two basic rules apply to the modal/auxiliary.

\27>BIf the sentence contains a modal verb or the auxiliary ’do’/’does’, the dependent verb should have
a « ” tag.

3) If the sentence contains the auxiliary “have”, the main verb should have a “VBN” tag (past par-
ticiple) [11, p. 4].

This set of rules, however, relies on a few assumptions that might not be true in the real-world data.
One such assumption is that the modal is chosen correctly. If this is not true, then the correction will
probably also be erroneous.

Certain article errors: “This is a good advice”, where the article shouldn’t be used. Some article error
types can be detected by checking the countability of the noun the article refers to. Taking into consid-
eration that some nouns can be both countable and uncountable (depending on the context), a dataset of
198 nouns with the most unambiguous meanings was created for the discussed model.

Apart from the methods that make use of syntactic n-grams, some other error types can be detected
using the outlined rules:

The choice of “a/an”: “He is a honest person”, where “an” should be used instead of “a”. This error
type can be detected by extracting the phonetic transcription of each word that has an indefinite arti-
cle in front of it. The described model extracts phonetic transcriptions of words with the help of CMU
Pronouncing Dictionary for US English, which provides transcriptions in the ARPABET form. After
getting the phonetic transcription of the word following the indefinite article, the variant ’a’ is chosen if
the next sound is a consonant, and vice versa.

Noun number errors: “The advices you gave to me are ...”, where an uncountable noun is pluralised.
This can also be partially dealt with by using a dataset of uncountable nouns and checking that all plural
nouns are countable.

The statistic model is compared with one of the leading machine learning models for grammatical
error correction according to BEA 2019 shared task — GECToR (Grammatical Error Correction: Tag,
Not Rewrite) [2]. A neural network architecture called “the Transformer” is the basis of GECToR. The
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Transformer architecture was initially introduced in 2017 [12]. The special feature of transformers is
“attention”, which allows the model to pay more focus on relevant words and sequences, and neglect
other, unimportant ones [12, pp. 1-2]. One of the language models GECToR uses for GEC is BERT
(Bidirectional Encoder Representations from Transformers), which makes great use of the transformer
architecture [3]. BERT-based systems try to predict probabilities of tokens in a sentence, considering
that some tokens in the sentence are masked.

The way GECToR uses BERT is the following: it tries to predict grammatical correction tags in
words instead of making the corrections themselves [9, p. 2]. This is very useful because in contrast to
other models that just replace incorrect tokens without explanations, GECToR assigns labels that can
be further interpreted for educational purposes.

The shared task used to contrast the two models is BEA-2019 [2] as it is the most comprehensive
recent dataset for Grammatical Error Correction.

The metrics that are used to evaluate performance of the models are precision, recall and F,, mea-
sure. The rule-based model obtained the following results based on the ABCN development dataset:
precision — 18,2 %, recall — 2,3 %, F , measure — 7,6 %.

GECToR was also tested on the same dataset and obtained the following scores: precision 70,6 %,
recall 54,8 %, F__ score 66,7 %. So, as follows from the results of our research, GECToR model can
perform with an afmost nine-fold increase. The scores were calculated with the help of Error Annotation
Toolkit (ERRANT) v.2.2.3 [1].

Conclusions. The main achievement of our paper is that it implements syntactic n-grams in auto-
mated grammatical error detection combining them with SpaCy, which is the most popular and efficient
library for text parsing so far. However, while SpaCy only creates dependency trees, the module sug-
gested here also extracts n-grams from them. Thus, it has been concluded that deep learning models,
such as the Transformer, can turn out to be particularly useful in tasks related to grammatical error
correction. It is especially evident when comparing them to rule-based methods that have obtained
efficiency scores almost 9 times lower than those in the transformer-based GECToR model as our re-
search has shown. This underlines the importance of research and development of Transformer-based
models, as well as their vast potential for a large variety of applications, including Grammatical Error
Correction. We believe the observations given here to be productive both for linguistic text analysis
and foreign language teaching. The fact that deep learning methods gradually approach human-level
performance should be taken into consideration when developing systems for language learning or any
kind of error correction software.
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BAKOPUCTAHHSA IAOPOBUX TEXHOJOITI 114 BUMIPABJEHHA TPAMATHYHAX IOMIJIOK:
CHUHTARCHYHI N-'PAMHI TA METOJU I'N"INBMHHOI'O HABYAHHA

Awnorania. O6°¢kr crarTi — aBTOMATH30BaHEe BUIIPABJEHHA I'PAMAaTHYHUX MOMHJIOK fK rauaysb JiHreictuku. IIpegmer
CTaTTi — pi3HOMAHITHICTb METO/iB Ta TEXHOJOTrii, AKi BUKOPUCTOBYIOThCA y BUIpABJIEHHI IpaMaTUIHUX ITOMUJIOK, & TAKOX
MOMJIMBOCTI 1X BUKOPUCTAHHA T4 OI[iHKA. ¥ CTATTi PO3MVIAHYTO HAHOIIbII MPOLYKTUBHI METOMH, IO 3aCTOCOBYIOTHCA y ra-
Jy3i BUABJIEHHA T4 BUMPABICHHA TPAMATHIHUX OMUIOK B KOMI'I0TepHifi JinrsicTuni. Mera crarti moasarae y MaHigecrarii
e(peKTHBHOCTI 3aCTOCYBAHHSA KOMII I0TePHUX IIPOrpaM 3411 BAABIEHHA IPAMATHYHUX IIOMHUJIOK B aHIJIOMOBHOMY TekcTi. [lo-
CJITHUIIbKI METOQH, BUKOPUCTAHI y CTATTi: aHAM3 JAHHUX, OMHC A6CTPAKTHUX KOMII'IOTePHHUX MOMEJeH Ta CIOCTEpPeKeHHA
HaJ iX IPOIYKTUBHICTIO. ¥ CTATTi POSIIAHYTO KOMII'IOT€PHY MOZEJb /A BUABJICHHA T4 BUSHAYEHHA I'PAMATHIHUX [IOMUIOK,
3aCHOBAHY Ha CHHTAKCHIHUX N-TPaMax, TaHO ii BU3HAUEHHS, ONMCAHO NIIAXY 1i peasisallii Ta eTamnu momepeiHboi 06poOKn
IaHUX, HeOOXinHI A po6oTu Mozieni. BeraHOBIEHO, 0 KOHKPETHUMH THIIAME OMHJIOK, AKi 3aTy4eHa KOMI I0TepPHA MOJIEJb
MOi€e BUABHUTH, € IIOMUJKH IiJIMETO-IIPUCYAKOBOTO Y3TO/eHHA, IOMUIKY y BHOOpi MpuiiMeHHUKA, YnucIa IMEHHUKIB, a Ta-
KOs JIeAKi TUIIM IOMUJIOK, TTOB’A3aHi 3 BUKOPUCTAHHAM apTURII. TaKko# y CTATTi MPoaHaJ i30BaHO iHIY MOJEJb, 3aCHOBAHY
Ha apxirerrypi Tpancdopmepa — GECToR (Grammatical Error Correction: Tag, Not Rewrite). I1a Momeas ranéunzOrO
HABYAHHSA CIIPAMOBAHA HA BUABJIEHHA Ta BUIPABJIEHHA HAGAraTo CKIAJHININX ITOMHUJIOK, y TOMY YHCI THX, IO [I0B’dA3aHi 3
eKCTpaIiHrBicTHIHUMH peaJiamu. KpiM Toro, BoHa € 10BOJi KOPUCHOW0, OCKITBKY, HA BiIMIHY Biff iHIIMX Mofexel, AKi mpocTo
KOPUT'YIOTh HelpaBu/ibHi caoBa 6e3 noscuenb, GECToR mpusnavae Teru, Aki MoHa JOJATKOBO iHTEpIPETYBATH /A Ha-
BUAJMBHUX IIijefl. ¥ mpolieci aHAXi3y 3p00aeHO BHCHOBOE TIPO TIePEBArH Ta HETOJIKN POSTIAHYTHX MOeNel Ta METOMIB, IO
Gy/iu BUABJIEH] ITic/A 1X TIPAKTUYHOI peaJisalrii.

ITix wac omiHKM MPOAYKTUBHOCTI BUIe3a3HATEHUX MojeJeil Ha 0CHOBI cmiabHOro 3aBmanHa BEA 2019 Gymu oTpumani
HACTYIIHI pe3y.IbTaTH. MOJie/ib, 3aCHOBAHA Ha CHHTAKCMIHMX N-TPaMaX, OTpuMaJa nokasuuk F . 7,6 %, a ouinka F . momedi
GECToR Busnaumza ii edextuBHicTs Ak 66,7 %. OTpumani gaHi cBigdaTh mpo Maiixe JeB’ATHKPATHY IepeBary e()eKTHB-
Hocti MeTofiB rin6uuHoro HaBuauHA (Tumy GECToR) mopiBHAHO 3 MeTomamu, 3aCHOBaAaHUMM Ha IpaBuiaX (THIY METOLY
CHHTAKCHYHUX N-TPaMiB).

Ruawuosi caoBa: cuHTaKCHYHI n-rpaMu, KOMIT' I0T€PHA JiHTBICTHKA, BUIIPABJIEHHA TPAMATHYHHUX IOMUJIOK, TpaHcdopmep,
CHCTEeMH, 3aCHOBAHI Ha MPABUJIAX, METOMY IMIMOMHHOTO HABIAHHA.
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